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Abstract

This article considers the application of flame emission models used for predicting the thermal radiation fluxes from
flames and fires within a computational fluid dynamic framework, used in conjunction with the discrete transfer
method. The flame emission models differ in their generality, sophistication, accuracy and computational cost, and
are assessed in terms of their ability to predict radiation transfer in idealised situations, as well as flames in tubes rep-
resentative of burner systems, laboratory-scale jet flames and wind-blown jet fires. It is concluded that the implemen-
tation of simple flame emission models, based on the grey gas assumption, must be treated with caution due to
convergence problems. The key problem occurs when the grey absorption coefficient is based on a length scale linked
to the size of the control volume. This issue is well known in the radiation modelling community, but not so in the com-
bustion modelling community. Use of models based on the banded mixed grey gas, TTNH, wide and narrow band
approaches yield satisfactory results for all the simulated flames and fires considered, typically being within 20% of
the measured radiation heat flux.
� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

The mathematical modelling of high temperature
processes requires an ability to predict the thermal radi-
ation fields with confidence. The fundamental quantity
of interest, the spectral intensity, depends in a complex
way on the temperature and participating species distri-
butions. This, together with the fact that the spectral
0017-9310/$ - see front matter � 2005 Elsevier Ltd. All rights reserv
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intensity is a function of location, orientation and wave-
length, makes the simulation of combusting flows a chal-
lenging scientific computation. Even with today�s
computer hardware and the routine use of parallel com-
puting facilities choices have to be made regarding the
balance between the levels of sophistication of the radi-
ation model relative to other sub-models that form the
composite flame or fire model. In this article a number
of radiation models are evaluated with respect to their
accuracy and suitability to be combined with a compu-
tational fluid dynamic (CFD) model for simulating a
number of idealised and generic flows.
ed.
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Nomenclature

ai,j,1, ai,j,2 coefficients in the mixed grey gas model
fv soot volume fraction
I spectrally integrated intensity
Ib,m black body spectral intensity
k wall thermal conductivity
Ka grey gas absorption coefficient
l path length
n number of control volumes
Nu number of rays in the u direction
Nh number of rays in the h direction
NRay number of rays
Ng number of grey gases for gas emission in the

mixed grey gas model
Ns number of grey gases for soot emission in

the mixed grey gas model
q heat flux
qtot total heat flux
qCD conduction heat flux through wall
qCV convection heat flux to wall
qR radiation heat flux
r radial distance
S speed-up factor
SCV speed-up factor per control volume
SRay speed-up factor per ray
S/d mean line intensity to line spacing ratio
T temperature
Twater cooling water temperature
x downwind distance or axial distance
Xj partial density path length of species j

Greek symbols

a integrated band intensity
Ds path length through a homogeneous volume
Dw wall thickness
eT total emissivity
ew wall emissivity
g line width to spacing ratio
u angle of rotation
m wave number
mu upper limit on a wide band
h angle of incidence
q partial density
r Stefan Boltzmann constant
s transmittance
sH optical depth at band head
x band width parameter

Subscripts

� property incident to a wall
+ property emitted from wall
g gas phase property
i spectral band
i, j ray indices
j gaseous species
n,n � 1 exit and entry points of ray traversing a vol-

ume
m spectral property
s property of soot
w wall property
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Example areas of application are as part of mathe-
matical models used in the safety analysis of high-pres-
sure plant and pollution control in heating plant. The
safe design and operation of high-pressure plant and
pipe work requires that provision be made for the relief
of pressure under certain operational and emergency
conditions. The consequences of a release must also be
evaluated so that appropriate safety measures can be
adopted during the relief process. In addition, assess-
ments of the consequences associated with accidental re-
leases of flammable material are required as the basis of
safety reports and risk assessments on existing and pro-
posed installations. For flammable gases and vapours it
is necessary to be able to predict the thermal radiation
fluxes that any fire might impose on its surroundings—
either by direct flame impingement of the fire on an item
of plant or at distance from the fire by radiation trans-
mitted through the atmosphere. This information is in
turn used to provide estimates, for example, of vessel
survival times, building burning distances and escape
times for personnel.
In addition to the safety analysis of fires, increasing
concerns over the environmental impact of heating plant
such as boilers and furnaces requires that the energy
balance during their operation is evaluated accurately.
Insight into the energy transfer processes of heating
plant is necessary to ensure that the temperature sensi-
tive reaction rates relevant to pollution production, such
as NOx and SOx, can be estimated. In this way it is pos-
sible to predict pollution concentrations such that they
can be assessed and minimised by good design.

Radiation heat transfer in fires and flame tubes differs
significantly in a number of ways. For the natural gas
combustion processes considered in the present work,
the thermal radiation field in a jet fire, for example, is
highly anisotropic with significant levels of radiation in
discrete spectral windows determined by the emitting
species present in the combustion products and fuel. In
an enclosed flame such as that present in a flame tube
the radiation field is more isotropic and if significant lev-
els of soot are present then the spectral radiation has a
more continuous distribution in wave number space.
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However, for both types of flame a number of modelling
issues are common, such as the flame structure used as
input to the radiation model. Predictions of the structure
of fires using either integral [1] or numerical [2] tech-
niques require that some representation be made of the
absorption and emission characteristics of the products
of combustion to allow solution of the radiation transfer
equation. In particular, flame emission models are re-
quired for the gaseous species and unburned carbon par-
ticulates that occur within the fire. As an example, recent
experimental and theoretical work [2] which considered
a number of jet fires (up to 2.7 GW in size) stabilised
on subsonic releases of natural gas demonstrated that
the contribution from soot particles to total radiation
fluxes measured about these fires was at most 40% and
likely to be much less than this. In the case of sonic nat-
ural gas jet fires the residence time is sufficiently small
for soot production to be significantly reduced as insuf-
ficient time is available for the particles of soot to form
before being advected out of the high temperature re-
gion of the fire [3]. The visible flame envelope for sonic
natural gas jet fires has a bluish colour, suggesting that
the contribution of emissions from soot particles to the
total radiation flux is insignificant.

This article considers the application of a number of
flame emission models to predict the radiation fluxes
from jet fires and within flame tubes. Each flame emis-
sion model is applied in conjunction with the discrete
transfer method [4] for solving the equation of radiation
transfer where appropriate or a discretisation of the
radiation heat transfer equation in its integral form.
All implementations use a numerical quadrature to eval-
uate the incident radiation flux integral and in that re-
spect they are similar to the discrete transfer method.
The discrete transfer method has been adopted due to
its frequent use in fire modelling codes, as well as its
computational economy, ease of implementation and
conceptual simplicity [4], although in its original form
there are issues relating to the accuracy of the radiation
source field [5]. However, some of the conclusions drawn
are independent of the radiation solution algorithm
implemented and can therefore be considered equally
relevant to the discrete-ordinates method, the finite-
volume method and the Monte Carlo method, and these
issues will be considered further in later sections.

The flame emission models considered differ in their
generality, sophistication, accuracy and computational
cost, and are each assessed in terms of their ability to
predict radiation transfer from one-dimensional idea-
lised representations of the internal structure of non-pre-
mixed flames, as well as from laboratory and field-scale
jet fires and flame tube simulations. Of particular inter-
est is the accuracy and computational cost of the various
modelling approaches and their suitability for applica-
tion in combination with a CFD model to predict the
flow fields. The present work considers the appropriate
choice of flame emission model to achieve the optimum
balance between model accuracy and computational
cost. An additional interest is how the degree of in-
homogeneity and soot level influences a flame emission
model�s accuracy and generality. Whilst this might be
expected to be the case, the question of quantification
remains.
2. Radiation heat transfer models

Many thermal radiation models have been developed
in the past, usually with a specific application area in
mind. For example, the mixed grey gas model, or the
weighted sum of grey gas model, were originally formu-
lated for hand calculations of gas emissivities and have
been successfully applied to zone models of furnaces
[6]. More recently mixed grey gas models have been used
as part of CFD models to predict flashover [7], flame
spread [8] and furnace performance [9]. Trivic [9] showed
that the radiation source term in a furnace could be cal-
culated with accuracy provided a sufficient number of
grey gases are used. Soufiani and Djavdan [10] com-
pleted a similar exercise but only considered the
weighted sum of grey gases with 3 grey gases and 1 clear
gas. Soufiani and Djavdan reported significant errors in
wall fluxes and volumetric source terms especially when
significant temperature variations exist. For the test
cases they considered, these authors also reported a
speed-up of 50 times when using a weighted sum of grey
gases approach compared to a narrow band model, a
value in direct proportion to the nominal partition of
spectral space, i.e. 4 grey gases to 200 narrow bands.

Narrow band models were originally formulated for
studying atmospheric physics and latterly have been used
to evaluate the radiation field surrounding jet fires where
the flame structure was calculated by a CFD model
[2,3,11]. The computational cost of a narrow band model
tends to restrict its application to fire simulation where
the flow fields are converged and the radiation fields
calculated as a post-process. In these simulations the
radiation loss to the energy budget is therefore accounted
for in a simple way. The wide band model of Edwards
et al. [12–14], based on the grey band assumption,
although not restricted to a specific area of application
was formulated for ease of calculation and not for
integration within a CFD framework. It has been found
that the spectral form of the wide band model is
more suited to CFD calculations [15], although the
spectral integration must be evaluated numerically
rather than directly (as is possible with the grey band
representation). The spectral band parameters have been
calibrated [14] for application with the grey band
representation.

In previous studies narrow andwide bandmodels have
been compared for simplified one- and two-dimensional
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idealised cases. Marakis [16] applied two narrow band
models, RADCAL and a narrow band model based
on an exponential tailed line-intensity distribution
[17], as well as Edwards et al. exponential wide band
model [12–14]. These models were applied to planar
bench mark problems solved by Kim et al. [18] using
the S–N discrete-ordinates method with the S20 quadra-
ture scheme. For non-homogeneous planar systems
Marakis used wide band scaling [14] and found this im-
proved the agreement with Kim et al.�s benchmark solu-
tions, but the computational cost was significant. Wide
band scaling was considered further by Strohle and Coel-
ho [19] who applied a number of different implementa-
tions of the exponential wide band model to calculate
radiation heat transfer in one- and two-dimensional
enclosures. For the implementations considered, Strohle
andCoello concluded that the wide band correlated k-dis-
tribution method provided the optimal balance between
accuracy and computational effort. For the most part
independent validation or evaluation of radiation models
where a range of models are compared against each other
for a range of test cases is limited. The exception to this is
Lallemant et al. [20] review article which included an anal-
ysis of a number of total emissivity models and correla-
tions for homogeneous systems and real combustion
systems. Lallemant et al. [20] also considered the applica-
tion of spectralmodels such as Edward�s exponential wide
band model. Lallement et al. [20] differs from the present
article in that they used a furnace experiment to evaluate
the suitability of a number of flame emissionmodels using
the measurements of temperature and participating spe-
cies as input to the radiation models. The furnace they
considered was an experimental furnace located at the
Burner Engineering Research Laboratory at the Liver-
more Laboratories. The flow fields are non-homogeneous
but the gradients in the temperature and participating
species fields are significantly less than occur in a free jet
fire. Therefore no systematic evaluation of these radiation
models exist where the flow fields have been calculated as
part of a CFD simulation in the open literature, particu-
larly for realistic three-dimensional problems with large
gradients in the temperature and participating species
fields.

2.1. Flame emission models—participating species

The flame emission models employed in the present
work are:

• a grey gas approach using total emissivity curve fits
derived by Modak [21],

• a mixed grey gas model developed by Truelove [6],
• a banded implementation of Truelove�s [6] mixed
grey gas model,

• the total transmittance, non-homogeneous (TTNH)
model of Grosshandler [22],
• a spectral version of the exponential wide band
model developed by Edwards and Balakrishnan
[13], and

• a statistical narrow band model, RADCAL, devel-
oped by Grosshandler [22].

The flame emission models listed above are of interest
as they are established models that can be considered
typical of their respective type. For example, Lallement
et al. [20] describe Trueloves mixed grey gas model as
being representative of the weighted sum of grey gas
models. In addition they are all relatively easy for a
practicing combustion engineer to implement or the
model is available as open software. It should be noted
as discussed above that there is an accepted hierarchy
of generality and accuracy within the list of models, with
the narrow band model being the most general and accu-
rate; similarly there is an accepted hierarchy of simpli-
city with the grey gas approach being the most simple
to implement. The precise model a combustion engineer
should use to predict the radiation field is dependent on
the application and the degree of accuracy required. In
many situations the appropriate choice is a balance
between the most accurate and the most computation-
ally frugal. For all models considered the original
developers� model calibration has been used rather than
recalibrating each model against a consistent set of
experimental or theoretical data, similar to the Lalle-
ment et al. [20] study, although it is recognised that a
model recalibration has been used in other studies [10].
This decision was taken as the original calibration of
the models is a component of the model and any conclu-
sions drawn are immediately applicable to model imple-
mentations already in use by the combustion modelling
community.

Modak�s [21] method is a simple and accurate tech-
nique for computing the emissivities and absorptivities
of isothermal, homogeneous mixtures of CO2 and H2O
based on curve fits to emissivities using a wide band
model to provide the emissivities in the curve fitting pro-
cess. The technique was later extended to include CO
and CH4 [23]. In a grey gas approach the total emissivity
is calculated from Modak�s emissivity curve fits and a
grey absorption coefficient is evaluated by inverting the
relation

eT ¼ 1� e�KaDs ð1Þ

given a length scale or a partition of a ray, Ds.
The mixed grey gas model of Truelove [6] is based on

representing the banded spectra of CO2 and H2O as a
mixture of clear and grey gases, with the clear compo-
nent corresponding to the non-emitting regions of the
spectrum between strong gas bands. The calculations re-
ported below employ the four-term, one clear and three
grey gas expansions fitted by Truelove [6] to gas mixture
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total emittance (for the combined emissions of CO2 and
H2O) evaluated from spectral data. Extensions of this
method, described by Truelove [6], to incorporate CO
and CH4 emissions, were also implemented in the pres-
ent work, and calculations were performed using fits
based on a partial pressure ratio typical for natural
gas combustion. It is also possible to implement the
mixed grey gas method in a banded form [24] where,
for a given model spectrum, the grey gas weightings
are determined as black body fractional functions for
specific sub-line spectral regions. The method employed
again used a one clear and three grey gas representation,
with the weighting functions taken from Truelove [6].
This will be considered further below in the context of
soot emission modelling.

The TTNH model [22,23] is based on total transmit-
tance data for homogeneous gases, with effective partial
pressure-path lengths and temperatures for non-homo-
geneous systems taken as gas concentration weighted
averages along a line-of-sight. The starting point for
the TTNH model is the fundamental equation for radi-
ation heat transfer in its integral form, ignoring
scattering

Iw;� ¼
Z 1

0

Im;w;þsmðlÞ �
Z smðlÞ

1

Ib;m dsm dm

sm ¼ e
�
R x

0

P
i

qiKa;m;i dx

ð2Þ

where Iw,� is the intensity incident on a surface and for
simplicity the emissivity of the emitting surface is taken
to be black. Representing the non-homogenous path as
a series of homogeneous elements and using the total
transmittance approximation for the integrated spectral
emission, the integral equation takes the form

Iw;� ¼ Iw;þ�sg;n þ
r
p

Xn
i¼1

T 4
i �sg;i�1 � �sg;i
� �

ð3Þ

where the overbar indicates an effective transmittance
evaluated using weighted average temperatures and par-
tial pressures. Thus all spectral integrations are avoided
as the total transmittances can be evaluated using any
convenient correlation, such as Modak�s emissivity
curve fits. The temperature correction factor to the
transmittance suggested by Grosshandler [22] was not
considered in detail in the present work due to its limited
range of applicability, although its use is considered fur-
ther below. Originally the TTNH model was formulated
for CO2 and H2O mixtures [22,25] and was later
extended to include CO and CH4 [23] by extending
Modak�s emissivity curve fits. More details of the TTNH
model can be found in [22,23,25].

The spectral version of the exponential wide band
model developed by Edwards et al. [12–14], described
in detail by Edwards [14], is based on the assumption that
absorption and emission of radiation by a molecular gas
is concentrated in between one and six wide vibrational
bands. Within these bands, the spectral lines associated
with rotational modes of energy storage are re-ordered
in wave number space with exponentially decreasing line
intensities moving away from the band head. The band
shape is then approximated by one of three simple expo-
nential functions, with the radiation properties of each
absorption band obtained from specified model parame-
ters calibrated with experimental measurements
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X
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where i denotes a particular spectral band and j denotes
a participating species. The functionality specified for
the mean line intensity to spectral line spacing ratio,
(S/d)i, is for an asymmetric band with an upper limit
mu. Band overlap is also taken into account for multiple
bands and mixtures of gases. The version of this model
implemented accounts for mixtures of CH4, CO, CO2

and H2O.
Lastly, the narrow band model of Grosshandler [22],

RADCAL is based on the Goody statistical model [26]
with equal line strengths within each narrow band re-
gion and with non-homogeneous effects accounted for
through the Curtis–Godson approximation [25], a nar-
row band scaling technique.

2.2. Flame emission models—soot

In the combustion system simulations considered la-
ter, where soot emission is a major component in the en-
ergy transfer balance, significant concentrations of soot
modify the spectral intensity distribution and the effect
of soot is included in each of the flame radiation models
in a manner consistent with emission from the partici-
pating gas species.

The mixed grey gas model including emission from
soot includes two grey gases for soot as discussed by
Truelove [6]. The mixed grey gas model in its banded
form including soot is

si;jðDsÞ ¼ e�ðKg;iPg;iþKs;jfvÞDs

Inþ1;i;j ¼ ð1� si;jÞai;jðT cÞ
rT 4

c

p
þ si;jIn;i;j

ai;j ¼ ai;j;1 þ ai;j;2T ;
XNg

i¼1

XN s

j¼1

ai;jðT Þ ¼ 1

ð5Þ

This effectively makes the mixed grey gas model an
eight-banded model. Further details of the mixed grey
gas model may be found elsewhere [24].
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The TTNH model is modified to include soot emis-
sion by extending the recurrence relation (3) applied
along rays to calculate the incident intensity to

Iw;� ¼ Iw;þ�sg;nss;n þ
r
p

Xn
i¼1

T 4
i ð�sg;i�1ss;i�1 � �sg;iss;iÞ ð6Þ

where the soot transmittance, ss is evaluated using local
temperatures and hence by convention does not have an
overbar.

Lastly in the narrow and wide band models the spec-
tral soot transmissivity takes the form,

ss;m ¼ e�Cf vml ð7Þ

and the spectral transmittance including emission from
the participating species and soot is,

sm ¼ ss;msg;m ð8Þ

The constant C in the soot transmittance equation (7)
takes the value of 7, as suggested by Dalzell and Sarofim
[27].

All the models employed were implemented in their
standard form and precisely as described by the various
authors noted above. Although numerous techniques
are available to improve the range of applicability, accu-
racy and computer run-time of many of these methods,
these were not pursued in order to ensure a base-line
comparison of the various approaches, and to simulate
the way in which most researchers use these models.
However, the conclusions with respect to run-time and
accuracy of the various flame emission models given
here for the �standard� implementation can be factored
into any novel implementations of the models. For
example, Yan and Holmstedt [28] managed to speed
up the narrow band model RADCAL by performing a
�once and for all� evaluation of the line strength to line
spacing parameter and strong line parameter for a set
of temperatures and wave numbers for CO2 and H2O
and using a look up table during a simulation. Yan
and Holmstedt report a speed-up of 20 times with a dif-
ference in prediction of less than 1% compared to the
original implementation.
3. Discrete transfer method and non-homogeneous systems

For all of the simulations considered below numeri-
cal solutions to the equation of radiation heat transfer
were derived using the discrete transfer method [4], or
a discrete analogue of the radiation heat transfer
equation expressed in its integral form. In its original
formulation, the discrete transfer method expresses the
transfer equation in a form applicable to homogeneous
and grey media. The latter equation is then used to de-
rive a recurrence relation which is applied repeatedly
along a ray passing through the homogeneous control
volumes defined by the numerical solution procedure
for the fluid dynamic equations. By applying this rela-
tion to each control volume in turn, inhomogeneities
in the overall flow field are accounted for and the total
intensity of radiation incident at the end point of the
ray determined. The net radiation flux at a given point
is then obtained by repeating this calculation for a num-
ber of representative rays which are all incident at that
point. Extension of this method to non-grey systems
using the mixed grey gas approach and applying the
recurrence relation over a number of wavelength bands
has been described by Lockwood and Shah [4]. Further
extensions to allow the incorporation of the spectral ver-
sion of the wide band model have been described by
Cumber et al. [15]. This approach avoids the use of sca-
ling techniques necessary when a discrete form of the
fundamental equation for radiation heat transfer is used
in its integral form. This makes the discrete transfer
method computationally frugal but requires the assump-
tion that the spectral intensity averaged over a wave
band interval,

�Im ¼
1

Dm

Z
Dm
Im dm ð9Þ

and the band averaged spectral absorption coefficient,

Ka;mIm ¼ Ka;m
�Im ð10Þ

are uncorrelated (10). This assumption cannot always be
justified. Okamoto et al. [29] have explored this issue in
the context of a narrow band model and identified the
line overlap parameter as key to identifying when the
intensity and absorption coefficient are uncorrelated.
Cumber et al. [15] and other research groups have shown
that for methane jet fires over a range of physical scales
using a wide band model with this approach yields
satisfactory results. Strohle and Coelho [19] reported
significantly better accuracy for a number of idealised
test cases when a wide band scaling technique was imple-
mented rather than invoking the uncorrelated band
averaged intensity and absorption coefficient assump-
tion. However, the improved accuracy came with an in-
crease in computer run-time of between three and four
orders of magnitude.

In obtaining the results described below the discrete
transfer method was used either in conjunction with
specified gas temperature and species profiles, or with
local values of the latter parameters and path lengths
determined from solutions to the fluid flow equations.
For each combustion system simulation the specific for-
mulation of the numerical model will be considered in
turn.
4. Test cases

Four scenarios were used to evaluate the radiation
heat transfer models described below, an idealised one-
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Fig. 2. Wu and Fricker�s flame tube geometry.
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dimensional non-homogeneous system, an axisymmetric
flame tube simulation, a laboratory-scale free jet flame
and a sonic field-scale jet fire in a cross-wind. The one-
dimensional idealised case is included as a starting point
in the comparison exercise and is typical of the type of
test problem considered in previous radiation model
comparison exercises. The remaining three are combus-
tion system simulations that range from relatively
homogeneous isotropic high temperature systems at
moderate scale to highly non-homogeneous anisotropic
systems at small and large-scale. The combustion sys-
tems also have a variation in their tendency to produce
soot and thereby also make it possible to assess the
importance of banded emission from participating spe-
cies and continuous emission from soot particles.

In each of the combustion system simulations the
mathematical and numerical basis is appropriate for
the particular situation and will be described in each
case. As well as the reasons given above the combustion
systems were chosen as experimental measurements
of radiation heat flux distributions and details of the
experimental set up are available in the open literature.

4.1. Idealised one-dimensional test case

The idealised one-dimensional test case is representa-
tive of the non-homogeneous paths encountered in
flames and fires. Fig. 1 shows temperature and mass
fraction profiles for a path similar to that considered
by Grosshandler [22]. These profiles may be considered
representative of the radial temperature and concentra-
tion distributions that are found downstream of a bur-
ner in a flame tube or the source of a jet fire.

4.2. Flame tube

The geometry of the flame tube is given in Fig. 2. The
flame tube consists of a burner section followed by a
cylindrical furnace section with water cooled walls.
The fuel is natural gas with a co-flow of air. The mass
Fig. 1. Temperature and composition distributions for the one-
dimensional test case.
flow rate of the natural gas is 100 kg h�1, equivalent to
a power input of 1.1 MW. The airflow rate is sufficient
to give stoichiometric conditions under perfect mixing.
Further details of the experiment can be found in [30].

4.3. Laboratory-scale jet flame

The laboratory-scale flame considered here was re-
ported by Baillie et al. [31] and was stabilised on a re-
lease of methane issuing vertically from an 8.6 mm
internal diameter circular pipe at a mean exit velocity
of 20 m s�1. A second concentric pipe of 23 mm diame-
ter was also employed so that a small co-flow of methane
through the annular gap between the two pipes could be
used to stabilise the main flame. The resulting flame was
1.1–1.2 m in height.

4.4. Field-scale jet fire in a cross-wind

The last test case is a field-scale fire [32] formed by
a vertical, moderately underexpanded sonic release of
natural gas at 65.1 kg s�1 from a 16.2 m high, 385 mm
internal diameter, circular pipe. This fire, which was
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approximately 60 m in length, was subjected to a cross-
wind with a velocity at 9 m above ground level of
6.4 m s�1.
5. Fluid flow and heat transfer models

In this section the different flow models and details of
the numerical methodology for each combustion system
simulation is presented.

5.1. Flame tube simulation

The geometry of the flame tube is axisymmetric. The
mathematical basis of the flow model used in each of the
simulations is similar reflecting the turbulent character
of each flow. For the flame tube the mathematical basis
of the flow model is now considered. The mean flow
fields were calculated using the averaged forms of the
density-weighted transport equations, with closure
achieved using a standard k–e turbulence model. To
account for the influence of the furnace walls on the tur-
bulent flow the k–e turbulence model was coupled to
Wolfshtein�s [33], k–l turbulence model in the vicinity
of the furnace wall. The gas phase, non-premixed com-
bustion process was modelled by assuming fast chemical
reaction via the conserved scalar/prescribed probability
density function (p.d.f.) approach using the laminar
flamelet concept. A two-parameter, b-p.d.f. was used,
with the form of this p.d.f. being specified in terms of
the mean and variance of mixture fraction obtained
from solution of modelled transport equations. To take
account of the heat loss mechanisms the mean tempera-
ture was calculated from a transport equation for spe-
cific enthalpy. The radiation heat loss from the gas
phase was calculated using the optically thin limit [34],

Sh ¼ �4KaðrT 4 � rT 4
wallÞ ð11Þ

where the grey absorption coefficient was adjusted to
reproduce the temperature field in the main body of
the furnace. Note the adjustment of the mean specific
enthalpy field to achieve a realistic representation of
the mean temperature field is justified as the focus of
the paper is the evaluation of flame emission models
given as accurate a representation of the flow fields as
possible. Soot was modelled using a two-equation
approach based on transport equations for soot mass
fraction and particle number density [2].

Solution of the transport equations was achieved
using a finite-volume technique based on the pressure
correction algorithm. The flow field parameters neces-
sary to calculate radiation heat transfer, such as the
mean temperature field, were approximated on the fi-
nite-volume mesh by taking each control volume to be
homogeneous. Further details of the models and numer-
ical solution methods employed, and the flow field re-
sults obtained, may be found elsewhere [2,3].

The computational mesh used to calculate the heat
transfer fields for the furnace was 2D axisymmetric
and consisted of three body fitted blocks: the burner
zone (22 · 20 control volumes), the body of the furnace
(62 · 140) and downstream of the furnace (22 · 20), see
Fig. 3. As this is a closed environment, unlike the free jet
fires considered later, heat transfer from the walls of the
furnace must be considered. This principally means con-
vection heat transfer to the wall; conduction through the
wall and radiation heat flux incident to and reflected
from the wall must be included in the model. To account
for these processes the wall boundary condition at each
wall cell defined by the computational mesh was pre-
scribed as a heat balance

qCD ¼ qCV þ qR;� � qR;þ ð12Þ

qR;� ¼
Z

DX
Iw;� cos hdX ð13Þ

qR;þ ¼ ð1� ewÞqR;� þ ewrT 4
w ð14Þ

qCD ¼ kw
Dw

ðT w � T waterÞ ¼ hCDðT w � T waterÞ ð15Þ

where qCD is the conduction heat transfer through the
wall, qCV is the convection heat transfer to the wall
and qR,� is the incident radiation heat flux. The incident
flux integral is evaluated using a piece-wise constant
quadrature in the angle of incidence (h) and the angle
of rotation (u),

qR;� ¼
XNh

i¼1

XNu

j¼1

Iw;�ðhi;ujÞ cos hi sin hi sinDhDu ð16Þ

Other symbols are defined in the nomenclature. There-
fore, given the wall emissivity, the convection heat flux
and the conduction heat transfer coefficient (12), is a
quartic equation in wall temperature that can be solved
using any standard numerical technique [35]. The wall
emissivity was taken to be 0.8 as recommended by Wu
and Fricker [30], and the convection heat flux was pre-
scribed using measured data [30]. The total heat flux dis-
tribution was found to be insensitive to the conduction
heat transfer coefficient provided values approaching
an adiabatic wall were not prescribed. In the furnace
simulation discussed further below the conduction heat
transfer coefficient was prescribed using thermal conduc-
tivities typical of mild steel.

As the walls of the furnace were taken to be grey and
total flux boundary conditions prescribed, the discrete
transfer method was used iteratively, requiring the inci-
dent radiative flux to be �guessed� and corrected until
convergence was achieved. In the present study the inci-
dent flux field was initially set to zero and the relative
difference between the old and the new incident flux used
to measure convergence. A relative difference of less



Fig. 3. Finite-volume mesh used for the simulation of Wu and
Fricker�s flame tube experiment.
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than 5% in the change in the incident flux distribution
was taken to be the convergence criteria.
In the results given below, predictions of radiation
transfer were obtained using mean flow properties, i.e.
the influence of turbulence-radiation interactions was
ignored. These effects are, however, anticipated to be
small in all of the combustion systems considered [2,15].

5.2. Laboratory-scale jet flame

Details of this experiment were given above; in this
section the mathematical basis of the flame structure
model is presented. The system of transport equations
are similar to those discussed in relation to the flame
tube simulation. However, there are some simplifica-
tions that have been made, exploiting the near parabolic
nature of the flow and the fact this is a free jet fire. In
laboratory-scale methane jet fires there is insufficient
residence time for soot production to be sufficiently large
to warrant solving a soot model and there are no walls
except at the nozzle so the standard k–e turbulence
model is used without modification. As this is a free
jet flame with the dominant flow direction in the vertical
direction it is ideally suited to simulate the flow fields
using an axisymmetric variant of the boundary layer
equations similar to the GENMIX program [36]. This
solves the flow equations by marching in the axial
co-ordinate direction with a radially expanding non-
orthogonal mesh. In the flame structure calculation con-
sidered below 40 control volumes in the radial direction
were used. In the axial direction the mesh spacing for
numerical stability is much smaller than is required to
give finite-volume mesh independent predictions of the
radiation heat transfer distributions; therefore the ther-
mo-chemical fields required to calculate the radiation
heat transfer distribution were represented on a coars-
ened axial mesh spacing by taking values at every tenth
axial station. This gave 125 control volumes in the axial
direction. One final simplification is the coupling be-
tween the flow fields and the thermal radiation is weak
so the radiation heat transfer distribution can be calcu-
lated as a post-process to the flame structure simulation.
The influence of radiation heat transfer on the flow fields
was introduced by modifying the laminar flamelet
library to include a fraction of heat radiated as used
by Fairweather et al. [2].

5.3. Field-scale jet fire in a cross-wind

The source conditions for the field-scale jet fire give
rise to a sonic release that must be accounted for within
the numerical methodology used. The approach adopted
in the present work was to treat the non-reacting, shock-
containing region as an axisymmetric, underexpanded
jet [37] and, at the location where the Mach number,
M, was 0.6 on the axis, calculated profiles were used
as a source specification for either axisymmetric or
three-dimensional simulations of the downstream



Fig. 4. Variation of received flux with increasing numbers of
control volumes for the one-dimensional test case.
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portions of the flow. A Mach number for the transition
of 0.6 was chosen as this represents the point at which
compressibility effects become negligible. The main
advantage of this solution strategy is that the most
appropriate numerical methods can be applied within
the two different flow regimes. A further benefit is that
the combusting portion of the fire can be treated as an
incompressible flow with the density field prescribed by
the laminar flamelet library.

For the underexpanded, non-reacting jet simulation
in the near field the system of transport equations were
discretised over a Cartesian finite-volume mesh superim-
posed on the domain of interest, with inviscid fluxes
approximated using a second-order variant of Godu-
nov�s method. The system of algebraic equations derived
in this way was then converged by time marching to a
steady state. This convergence strategy is efficient for
high Mach number flows, and allows grid independent
resolution of the shock structures downstream of the re-
lease point at a modest computational cost. To further
enhance the efficiency of the model, hierarchical adap-
tive grids were also used, with local grid refinement
taking place in regions of steep gradients. A detailed
discussion of the numerical solution method employed
can be found in Cumber et al. [37].

In the three-dimensional simulations of the combus-
ting portion of the jet fires (where the density field was
prescribed via the flamelet) an adaptive, Cartesian mesh
was superimposed on the domain of interest. Over each
control volume defined by the mesh the system of
transport equations was approximated using a finite-vol-
ume scheme. In this scheme diffusion terms were repre-
sented by a second-order accurate central difference
scheme, with advection terms represented using a total
variation-diminishing version of the QUICK scheme
[37].

In all the computations performed a sufficiently large
number of grid nodes were used to ensure that the re-
sults presented below were effectively free of numerical
error. For example the full three-dimensional simula-
tions employed up to 265k nodes (equivalent to 56%
of an x · y · z = 112 · 88 · 48 mesh). These values com-
pare favourably with the number of nodes that would be
required to achieve equivalent results using a non-adap-
tive meshing strategy, i.e. 473k nodes. Further details of
the computation can be found in [3].
6. Results and discussion

6.1. Idealised one-dimensional test case

In evaluating the various participating media models
used in conjunction with the discrete transfer method, it
is first useful to consider an idealised, one-dimensional
situation representative of the non-homogeneous paths
encountered in flames and fires. The temperature and
mass fraction profiles are given in Fig. 1.

Fig. 4 gives results derived from the various models
for the profiles of Fig. 1. In obtaining these predictions,
the profiles were represented by a number of equal
width, homogeneous cells, and the discrete transfer
method applied to the one-dimensional ‘‘slab’’ like con-
trol volumes constructed. A total of eight rays were used
for each calculation, this number of rays having been
found to give converged predictions of received heat
flux. This approach was employed in order to determine
received fluxes rather than the less meaningful radiative
intensities that would be derived from strictly one-
dimensional computations, i.e. no direction cosine
dependence. Results were obtained by doubling the
number of control volumes (the abscissa of Fig. 4) used
to represent the non-homogeneous profiles from 1 to
256, thereby improving the representation of inhomoge-
neities along the line-of-sight.

Results derived using the banded version of the
mixed grey gas model, the TTNH model, and the wide
and narrow band approaches all converge to constant
values with increasing numbers of control volumes. This
behaviour is essential if reliable predictions of radiation
heat transfer are to be obtained in computational fluid
dynamic calculations. Once the non-homogeneous pro-
files along a line of sight are approximated to a sufficient
level of accuracy by the finite-volume mesh representa-
tion of the relevant flow fields, integration of the radia-
tion transfer equation must return a radiant intensity
value independent of further refinement of the finite-vol-
ume mesh.

Predictions derived using the grey gas assumption
and Modak�s [21] emissivity curve fits and the non-
banded, mixed grey gas approaches are similar. They
do not converge to constant values, with radiation fluxes
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decreasing dramatically as the representation of the non-
homogeneous path is refined. Similar computations per-
formed for homogeneous mixtures but not reported here
also demonstrated that predicted fluxes increase contin-
uously with increasing numbers of control volumes. This
occurs since in using these techniques with the recur-
rence relation of the discrete transfer method a mean
absorption coefficient, obtained from the local emissi-
vity, must be specified for each control volume. As path
length is reduced however, the mean absorption coeffi-
cient obtained increases, and does not tend to zero. This
in turn implies that as the computational mesh is refined
the sensitivity of the predicted intensity field (or fluxes)
to local path length increases. In the discussion of
non-convergence of the predicted heat flux using the
grey gas approach combined with the discrete transfer
method, the important issue is that when the grey gas
absorption coefficient is linked to a length scale compa-
rable to the control volume size, such as the length of the
ray segment in the control volume, then mesh indepen-
dent predictions are not possible and this is true what-
ever the underlying radiation solution algorithm. It
could be argued that this issue does not arise if a single
length scale is used throughout the computational do-
main based on a dimension of the combusting flow,
but this can be difficult to specify rigorously. An addi-
tional argument against the single length scale approach
is it goes against the underlying philosophy of CFD
simulation. This convergence problem, caused by the
assumption of grey gas behaviour, is well known in the
radiation modelling community, but applications of this
type of methodology, in conjunction with numerical
solutions to the fluid flow equations, still appear in the
literature [7] being an example. Edwards [14] describes
this as ‘‘the grey gas myth’’ in relation to a single
absorption coefficient representing the detailed line
structure in the spectral dimension for emission from
participating species. To aid appreciation of why the
grey gas approximation breaks down at small path
lengths, consider a homogeneous slab at a temperature
T and thickness l. Considering the spectrally integrated
intensity of a ray with a normal orientation to the slab
the intensity on exit is

IðlÞ ¼ eTðlÞr
T 4

p
ð17Þ
Table 1
Speed-up factors for various flame emission models

Radiation model One-dimensional test case La

n S SCV SC

Mixed grey-banded 32 309.2 618.4 25.
TTNH 16 142.7 142.7 20.
Wide band 128 0.6 4.8 2.
Narrow band 16 1 1 1
taking the intensity on entry to the slab as zero. Subdi-
viding the homogeneous slab into two equal volumes the
intensity on exit can also be calculated as

IðlÞ ¼ 2� eT
l
2

� �� �
eT

l
2

� �
r
T 4

p
ð18Þ

Equating (17) and (18) and simplifying gives the
relation,

eTðlÞ ¼ 2� eT
l
2

� �� �
eT

l
2

� �
ð19Þ

which in general is not true for total emissivity correla-
tions at small path lengths as this property is sacrificed
for agreement with total emissivity data at larger path
lengths.

Modak�s emissivity curve fits were never intended for
use in a CFD framework, however there ease of imple-
mentation and short run-time make them an attractive
option for a non-expert in thermal radiation modelling
as radiation heat transfer can thereby be incorporated
in combustion simulations with minimal effort and little
computational overhead. Considering the non-banded
mixed grey gas model results, they do not imply that
the mixed grey gas model cannot be applied in combus-
tion computations to yield reliable results. The results
and conclusions reached here are a function of the way
in which these models have been implemented in con-
junction with the discrete transfer method. Nevertheless,
computations based on the non-banded implementation
abound in the literature.

Table 1 gives speed-up factors, relative to run-times
of the narrow band approach, for the flame emission
models that gave converged results for the one-dimen-
sional test case, with the factors quoted being for
received fluxes which varied by less than 2% when the
number of control volumes was doubled. As might be
anticipated, the run-times of the wide and narrow band
approaches far exceed those of the alternative methods
due to the intensive nature of detailed spectral calcula-
tions. Surprisingly, however, the run-time of the wide
band approach was greater than that of the more inten-
sive narrow band model primarily due to the large num-
ber of control volumes required to give converged
results. This anomalous result was investigated further
and found to be due to the wide band model�s implemen-
tation. When using the spectral version of the wide band
boratory-scale flame Field-scale fire

V NRay S SRay

9 416 273.1 278
2 465 75.4 85.9
8 423 4.1 4.3

408 1 1
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model rather than the grey band version, Edward�s [14]
recommends increasing the band width parameter (x)
by 20%. Cumber et al. [15] subsequently suggested
increasing the band width parameter by 20% except in
the linear growth region (sH < g < 1). This proposal
has a theoretical basis and gives marginally more accu-
rate predictions of intensity distribution for the cases
considered, see [15] for details. However, the more accu-
rate implementation of the model has a major disadvan-
tage when applied to the one-dimensional test case
where the computational mesh is successively refined
as the step change in the band width parameter makes
the predicted flux overly sensitive in the case of coarse
meshes. The mixed grey gas, TTNH and narrow band
approaches all require relatively small numbers of con-
trol volumes to represent the non-homogeneous profiles
to a sufficient degree of accuracy, with the former meth-
ods giving speed-up factors, respectively, of more than
300 and almost 150 relative to the narrow band model.

It is interesting to note that the two flame emission
models based on the integral form of the equation of
radiation heat transfer, the TTNH model and the nar-
row band model are the least sensitive to the resolution
of the finite-volume mesh. It could be argued that
although band scaling techniques are computationally
intensive compared to models based on the differential
form of the equation for radiation heat transfer [19],
the additional run-time could be balanced to some ex-
tent by producing satisfactory incident flux predictions
using coarser meshes.

Grosshandler [22], when comparing the computer
run-time of the TTNH model and the narrow band
model gave an indicative speed-up of between 400 and
600 times compared to 143 in this study. The difference
is the overhead associated with the ray trace necessary to
evaluate the radiation flux in this study rather than
Grosshandler�s practice of comparing run-times for eval-
uating intensities along single rays. It is possible to per-
form the ray trace once and store the information to
reduce the overhead of the ray trace [38] where the radi-
ation fields are coupled to the flow fields. However, the
stored ray trace represents a large amount of data that
limits the size of the problem that can be simulated.

6.2. Flame tube simulation

The idealised case considered so far is instructive but
is not representative of how a radiation model would
generally be used in practice. In computations of flames
and fires, a grid-independent numerical solution for the
internal structure of the fire would (at some stage) be
made available to the radiation calculation, either as
part of a coupled fluid flow-radiation transfer proce-
dure, or with received fluxes determined by post-process-
ing. In either case, once the ray-tracing element of the
discrete transfer method has been performed, the num-
ber of homogeneous cells used to represent a non-homo-
geneous path through the fire would be fixed, with the
path length through each homogeneous control volume
also determined by the ray tracing algorithm.

For the remainder of this article the flame emission
models that could not achieve a mesh independent heat
flux in the one-dimensional test case will not be consid-
ered further and attention will be focused on the remai-
ning four models; these are the banded implementation
of the mixed grey gas model, Grosshandler�s TTNH
model, the wide band model and the narrow band model.

This simulation is of interest as it provides the oppor-
tunity to assess the flame emission models in a scenario
where soot emission is a significant component of the en-
ergy transfer budget. The influence of soot on radiation
heat transfer has been considered previously for the
mixed grey gas model but only for idealised one-dimen-
sional profiles [39].

The mean temperature field was adjusted by intro-
ducing a radiation loss term in the transport equation
for specific enthalpy based on the optically thin limit
as discussed above. This is valid in the burner region
as the radiation heat loss is dominated by banded radi-
ation from participating species. Further downstream
where significant soot concentrations are present this
may not be valid, although the predicted homogeneity
of the temperature field is maintained. The predicted
and measured radial temperature distributions at two
downstream locations are presented in Fig. 5. Close to
the burner, near the axis, the agreement is not particu-
larly good, but improves with increasing distance from
the axis, and further downstream the agreement is much
improved. The homogeneity of the temperature field is
clearly demonstrated in both the experiment and the
simulation.

Fig. 6 shows contour maps for the temperature, soot
volume fraction, CO2 and H2O mass fraction fields. In
the temperature field eight temperature contour values
are plotted from 300 to 1700 K with a spacing of
200 K. In the soot volume fraction field eight equi-loga-
rithmic contours are plotted. In the final two contour
maps ten equi-spaced values are plotted between the pre-
dicted minimum and maximum values. The values of
each individual contour can be inferred from Fig. 7.
Fig. 7 shows the predicted temperature, soot volume
fraction and the CO2 and H2O mass fractions on the
centre-line of the furnace. The flow fields in the furnace
can be characterised into two zones, the burner zone and
the far field zone. In the burner zone gradients are steep
and radiation heat transfer is primarily emission from
participating species. Further downstream, soot con-
centrations are significant and the temperature and
participating gas species fields are smooth, being well
approximated to be homogeneous.

As discussed above, for grey walled enclosures and
where radiation boundary conditions are prescribed
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using a heat balance the radiation solver is iterative. A
relative difference of 5% between the old and new inci-
dent flux distributions during the iterative cycle typically
required three iterations of the discrete transfer method
for all flame radiation models except the mixed grey gas
model, which required four iterations. To evaluate the
incident radiation flux the radiation intensity field was
found to be sufficiently homogeneous that only 12 rays
per wall cell were required to evaluate a ray-independent
incident radiation heat flux distribution on the furnace
wall. Increasing the number of rays to 48 rays per wall
cell changed the predicted incident flux by less than
2%. This is in sharp contrast to the jet fire radiation
fields discussed below where significantly more rays were
required.

Fig. 8 shows the predicted total heat flux distribu-
tions together with the measured total heat flux. The
measured heat flux distribution is included to show that
all model predictions qualitatively agree with the mea-
surements. The narrow band model quantitatively pre-
dicts the maximum total heat flux, but like all of the
other models over-predicts the measured heat flux
downstream of the peak value. When considering the
�accuracy� of the respective flame emission models, the
closeness of agreement to the measurements relies on
both the basis of the flame radiation model and the radi-
ation model inputs derived from the fluid flow simula-
tion. For example it is difficult to validate the soot
model used in the furnace simulation as no soot concen-
tration measurements are available for comparison. If
the soot model over-predicted the soot concentration
then it would be unreasonable to expect any flame radi-
ation model to predict the wall heat flux distribution.
However, taking these discrepancies on board, the nar-
row band model predictions can be considered the most
accurate in the sense that the model has the most sophis-
ticated basis. Therefore, statements about model accu-
racy for the other flame radiation models can be made
by comparing predicted heat flux distributions with the
narrow band model predictions.

All models tend to over-predict the total heat flux
close to the burner where soot concentrations are low.
Further upstream, as the soot levels increase, the mixed
grey gas model and the wide band model converge to
the narrow band prediction of total heat flux. The
TTNH model prediction of total heat flux distribution
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over-predicts the narrow band model prediction over
the length of the furnace wall. This is further emphasised
by factoring out the prescribed convection heat flux
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Fig. 8. Total heat flux distribution on the flame tube wall.
distribution in the comparison. Fig. 9 shows the radia-
tion heat flux for all four flame emission models. Overall
the mixed grey gas model prediction of radiation heat
flux is the closest to the narrow band model prediction
except close to the burner. In the burner region all three
model predictions of radiation heat flux are significantly
larger than the narrow band model prediction. The simi-
larity of the predicted heat flux in the far field of the
burner for all four flame emission models suggests that
where soot emission is significant the predicted heat flux
is insensitive to the model implemented.

The computational cost of each of the models is sum-
marised in Table 2. The speed-up parameter is expressed
in terms of the narrow band model run-time. Two speed-
up parameters are given for the mixed grey gas model,
one is for the simulation as a whole and the other is
for a single iteration of the discrete transfer method.
The speed-up parameter for a single iteration is possibly
more representative of the likely cost of using the mixed
grey gas model compared to the narrow band model, as
convergence in three or four iterations of the discrete
transfer method is a threshold effect. The convergence
characteristics for the discrete transfer method were af-
fected by the flame emission model implemented, but
not significantly so. Where the radiation model and fluid
flow solver are coupled such that the discrete transfer
method is called periodically, reasonable estimates of
the incident heat flux distributions are available, typi-
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Table 2
Speed-up parameters for various flame radiation models
applied to Wu and Fricker�s furnace simulation

Radiation model SCV SCV (one iteration)

Mixed grey-banded 164 217
TTNH 76.8 76.8
Wide band 2.9 2.9
Narrow band 1 1



Fig. 11. Variation of radiation fluxes with horizontal distance
for the laboratory-scale flame.
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cally reducing the number of iterations of the discrete
transfer method to one per call of the radiation model.

6.3. Laboratory-scale jet flame

Numerical calculations using the flame structure
models described earlier were made for two flames of
widely differing scales. The application of flame emission
models to jet fires at these two diverse scales is a severe
test of the generality of the respective models. The first is
a laboratory-scale methane flame considered by Baillie
et al. [31]. In deriving the results for radiation fluxes gi-
ven below, radiation calculations were performed using
the discrete transfer method as a post-process on con-
verged and mesh-independent numerical calculations
of the combusting flow fields. For the laboratory-scale
flame, use of the discrete transfer method in conjunction
with 192 rays per receiver of radiation (radiation heat
flux meter) was found to give ray converged values for
the fluxes for all receiver locations and flame emission
models. A staggered ray distribution [40] was also em-
ployed over the hemispherical surface about each recei-
ver in order to improve numerical convergence
characteristics and run-times.

Thermal radiation levels about the laboratory-scale
jet flame were measured using a radiometer with a
150� field of view and by tracking the radiometer verti-
cally (z) at a horizontal distance of 0.4 m from the
release, with its normal pointing towards the flame,
and horizontally (r) at the height of the pipe exit with
its normal pointing vertically upwards. The results
obtained are shown, respectively, in Figs. 10 and 11.

Figs. 10 and 11 show results for the laboratory-scale
flame obtained using the four flame emission models
that yielded converged predictions in conjunction with
Fig. 10. Variation of radiation fluxes with vertical distance for
the laboratory-scale flame.
the discrete transfer method, with Table 1 showing mod-
el run-times, again in terms of a speed-up factor relative
to results obtained using the narrow band approach.
Values of S given in Table 1 are averages over all recei-
ver locations. The level of agreement between each of
the four models and the experimental data displayed in
the latter figures is satisfactory, with all the models being
generally within 20% of observations. Agreement be-
tween predictions of the various models and the data
is, however, dependent to some degree on the accuracy
of the mathematical basis of the flame structure model
given that the numerical error is negligible, because of
this these results are of limited use in assessing the rela-
tive accuracy of the various flame emission models. A
more meaningful comparison is between predictions of
the various models and results derived using the more
accurate narrow band approach, which reveals that
fluxes obtained using the banded grey gas and wide band
models are within 13% of the narrow band results, whilst
those of the TTNH approach are within 22%. This level
of performance may be considered adequate for most
flame calculations. The results of Table 1 also demon-
strate that in applying these models to real flame calcu-
lations, for this flame at least, the speed-up factors
realised for the idealised, one-dimensional test case are
not achieved in practice. In particular, the run-times
associated with the banded version of the mixed grey
gas model and the TTNH approach are now an order
of magnitude less than those achieved for the latter case.
In addition, run-times of the wide band model are now
almost three times faster than those of the narrow band
approach, primarily due to the fact that, compared to
the one-dimensional test case, the number of homoge-
neous elements used to represent any non-homogeneous
path has been dramatically reduced.



Fig. 13. Variation of radiation fluxes downwind of the field-
scale fire.
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6.4. Field-scale jet fire in a cross-wind

Fig. 12(a) shows the predicted temperature field on
the symmetry plane showing the influence of the cross-
wind on the flame structure. Fig. 12(b) gives the pre-
dicted temperature field on a number of horizontal
planes through the fire with increasing height, where
the influence of a horseshoe vortex within the flow on
the flame structure can be seen. Radiation measurements
about the fire were made using radiometers that were
positioned downwind (x) with their normals orientated
towards the fire in order to maximise received radiation
fluxes. The received fluxes obtained are given in Fig. 13.

For the field-scale fire, a ray adaption technique was
used to improve model run-times because of the remote
location of receivers and the domination of the radiation
field by a relatively small hot emitting volume which
would require a large number of rays. This is a classic
example of the ray effect [41]. Therefore different num-
bers of rays were employed in a hierarchal adaptive
ray distribution in conjunction with each flame emission
model, although, as will be seen later, the total number
of rays used was similar in each case. Details of the
adaptive ray mesh algorithm can be found in [40,42].

The results displayed in Fig. 13 for the field-scale fire
tend to confirm the conclusions reached above for model
accuracy. In particular, predictions of the banded grey
gas and wide band models are within 10% of narrow
band model results, although the TTNH approach con-
sistently over-predicts the latter model by between 80%
and 90%. In real terms, however, this is only a problem
Fig. 12. Predicted mean temperature field for a field-scale jet fire (3
close to the fire, as displayed in Fig. 13. Compared to the
laboratory-scale flame, the run-times of the various
models, given in Table 1, are now more in line with those
obtained for the one-dimensional test case, with the
TTNH and mixed grey approaches being, respectively,
one and two orders of magnitude faster than the narrow
band model.

The differences in model run-times exhibited in the
results of Table 1 may be attributed to the increasing
dominance of the ray-tracing algorithm within the dis-
crete transfer method in increasingly complex geometric
.2 GW), (a) symmetry plane and (b) three horizontal planes.
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configurations. For the field-scale fire, ray tracing was
performed through a three-dimensional, Cartesian
mesh. These computations are simpler than the labora-
tory-scale jet flame ray trace calculations but more
complex than the ray trace for rays in a one-dimen-
sional finite-volume mesh, hence the difference in
speed-up parameter between different simulations. For
the laboratory-scale flame, the ray-tracing algorithm
was used in conjunction with an axisymmetric finite-
volume mesh that expanded in the downstream and
cross-stream directions. As a consequence the ray trace
was a significant computational overhead for all of the
radiation flux computations, and dramatically reduced
the speed-up parameter. The speed-up parameter results
for the flame tube simulation are bracketed by the field-
scale fire and the laboratory-scale flame speed-up re-
sults. This is due to the nature of the finite-volume
mesh used in the flame tube simulation as only the bur-
ner zone block used a non-orthogonal expanding mesh
similar to the mesh used for the jet fire model, whereas
the other two blocks were axisymmetric orthogonal
blocks that resembled Cartesian meshes in the r–z
plane. The relevant speed-up parameters that must be
considered are the speed-up per control volume (one-
dimensional test case and the laboratory-scale jet
flame), and the speed-up parameter per ray (field-scale
jet fire). Different flame emission models are affected
to a different degree by the changes in ray trace com-
plexity. For example, considering the banded mixed
grey gas model applied to the one-dimensional test case,
a speed-up per control volume of almost 620 decreases
by more than an order of magnitude to 25.9 for the
laboratory-scale jet flame, a reduction of 96%. In con-
trast, the same simulations for the wide band model
show that the speed-up parameter per control volume
changes from 4.8 to 2.8, a reduction of 42%.

A limited number of computations were also per-
formed using the temperature correction factor to the
transmittance determined within the TTNH model sug-
gested by Grosshandler [22]. In all cases, the incorpora-
tion of this factor significantly reduced agreement
between the TTNH model results and those obtained
using the narrow band approach. Further work to im-
prove the applicability of this factor to the conditions
encountered in computational fluid dynamic calcula-
tions of fires would be useful.
7. Conclusions

Comparing the performance of the flame emission
models for the jet flames/fires and the flame tube simu-
lation, broadly speaking the speed-up characteristics
are consistent and any differences are associated with
the different finite-volume meshes used. In previous
comparisons of the wide band model and the narrow
band model, typically the wide band model is shown
to be an order of magnitude faster with predictions of
integrated intensity, and hence radiation flux, within
10% of the narrow band prediction. The disappointing
speed-up of the wide band model is due to its use of
an expression for the spectral transmissivity rather than
the grey band assumption implemented by Edwards,
necessary for use in a CFD framework. This means
the spectral intensity distribution must be evaluated
using a numerical quadrature rather than a relatively
simple evaluation of a piecewise constant spectral distri-
bution. This problem could be partially resolved by
implementing the adaptive quadrature technique used
successfully by Cumber [40,42] to evaluate the incident
flux integral. Another factor is that the ray trace is in-
cluded in the run-time of both models, tending to reduce
the speed-up factor for the wide band model.

One conclusion from this study is the implementation
of simple participating media models within the discrete
transfer method, based on the assumption of grey gas
behaviour is not appropriate for non-homogeneous sys-
tems as radiation fluxes predicted using this approach do
not converge as the representation of a non-homoge-
neous path is refined. In general, the banded grey gas,
TTNH, wide and narrow band models yield satisfactory
results for flame and fire applications, with an adequate
level of agreement between the various models, and with
experimental data.

This article highlights the significant overhead of
the ray trace used in the discrete transfer method, and
in particular how the type of finite-volume mesh em-
ployed to represent the flame structure modifies the
run-time of any radiation model implemented. For com-
putations of fires obtained in conjunction with Cartesian
meshes, the TTNH and banded grey gas models give
speed-up factors, respectively, of one and two orders
of magnitude relative to the wide and narrow band ap-
proaches. The performance of all models relative to
the narrow band approach is, however, dramatically re-
duced when more complex, non-Cartesian meshes are
employed.

Results for the idealised test case indicate that only a
relatively small number of homogeneous cells are re-
quired by some models to represent a non-homogeneous
profile. This suggests that radiation calculations for
fires, depending on the flame emission model, could be
performed on meshes that are coarser than those gener-
ally used for the fluid dynamic computations. Use of the
wide band model should be treated with some caution
due to the large number of control volumes required
to give converged results. This situation can be im-
proved with some thought given to the computer imple-
mentation of the model in the context of a CFD
framework, or through use of wide band scaling tech-
niques. However, wide band-scaling techniques are
likely to introduce a significant computational overhead
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even though fewer control volumes may be required to
achieve finite-volume mesh independent predictions.
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